
	
  

 

	
  

	
  



Introduction (1) 

Lithium depletion: 
 
- 7Li destroyed during the PMS (Tc > 2.5x106 K) for stellar mass               
   M > 0.06Msun 

- Completely destroyed in fully convective stars: 
    0.06Msun< M < 0.5 Msun 

- Destruction timescale (τldb) depends on Tc: Tc  = Tc(M) 

- τldb decreases with the stellar mass: strongly dependent on M 
 
 

Lithium Depletion Boundary: 
Alternative method to assign an age to young clusters (20-300 Myr) 

 
(9 clusters, see e.g. reviews of Jeffries 2006, Soderblom et al 2013)	
  



Introduction (2) 

Lithium depletion boundary (LDB): 
 

In a cluster: the faintest object with ≈ 0 surface 7Li abundance 
 
 
 
 
 
 
 
 
 
 
 
 

Age inferred by comparing the observed and theoretically 
computed LDB luminosity. Uncertainty on the models propagates 

into a final age uncertainty (Bildsten et al. 1997, Burke et al. 2004) 
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Introduction (3) 

LDB age-luminosity	
  

LDB: 99% of the initial Li destroyed 



Stellar Models (1) 

PROSECCO: Pisa stellar evolutionary code  
(Degl’Innocenti et al. 2008) 

 
Updated input physics  

(Tognelli et al. 2012, Dell’Omodarme et al.  2012, Tognelli et al. 2014) 
 
 
Detailed atmospheric models: PHOENIX atmospheric code  
                                                                  (Brott & Haushildt 2005) 
 
Equation of state: extension to the brown dwarf regime  
                                     (Saumon, Chabrier & VanHorn 1995) 
 
Updated nuclear cross sections for light elements (deuterium, lithium,    
                                                                                                                  beryllium, and boron) 
 
Recently updated solar metals abundances (Asplund et al. 2009) 



Stellar Models (2) 

Uncertainty analysis 
Input physics and initial chemical composition 

 
LDB = LDB({pl}, {xk}) 

 
  {pl} = input physics quantity (i.e. opacity, cross section, mixing lenght…) 
 

  {xk} = element abundance 
 
-  Independent variation of each quantity.  
         Individual uncertainty source. 
 
 

            input physics: LDB = LDB(pj ± Δpj, {pl≠j}, {xk})




           chemical composition: LDB = LDB({pl}, xj ± Δxj, {xk≠i})

 

-  Cumulative error stripe.  
       Simultaneous variation of all the analysed quantities  
          at the same time.	
  



Individual Uncertainty source (1) 
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Table 3. Input physics varied in the computation of perturbed
stellar models and their assumed uncertainty or range of vari-
ation. The flag ”yes” specifies the quantities taken into account
in the cumulative uncertainty calculation (see Sect. 5).

quantity error global

2H(p,γ)3He reaction rate ±3% no
2H(2H,n)3He reaction rate ±5% no
2H(2H,p)3H reaction rate ±5% no
7Li(p,α)α reaction rate ±10% yes
electron screening(p+7Li) (a) +50%, +100% no
BCs (b) BH05, AHF11, KS66 no
τph (a) 2/3, 100 yes
EOS (b) OPAL06, FreeEOS08, no

SCVH95

κrad ±5% no

(a) This is not an uncertainty, see text.
(b) The BCs/EOS have been varied by using tables provided by
different authors, because a proper evaluation of the uncertainty
is lacking.

electron screening. Each of these cases has been conveni-
ently treated, as discussed in the following sub-sections, by
substituting the adopted tables. Table 3 lists the analysed
input physics with the related uncertainty, when present, or
the allowed substitutions.

Where not explicitly stated, all the models have been
computed for the reference chemical composition and mixing
length parameter, as described in Sect. 2.

Some of the cases analysed in the following sub-sections
have been already discussed in Burke, Pinsonneault & Sills
(2004). However, a detailed comparison is difficult because
they adopted input physics different from ours and they re-
calibrate the mixing length parameter and initial helium
abundance on the Sun for each perturbed set of models.
A variation of the initial Y and/or αML in the perturbed
model due to the solar re-calibration might partially coun-
terbalance or increase the effect induced by the sole variation
of the analysed quantity. For this reason, we preferred to
show the contribution on the LDB age of the sole perturbed
quantity with all the other parameters fixed.

3.1 Nuclear cross sections

Since we are interested in LDB, the only nuclear reactions
that might have an effect are those that take place before
or during the 7Li-burning. Such reactions are: 2H(p,γ)3He,
2H(2H,p)3H, 2H(2H,n)3He, and 7Li(p,α)α.

We adopted the following uncertainties in the quoted
reactions: ±3% for the p+2H reaction (Descouvemont et al.
2004, for temperatures of about 106 K, typical of d-burning),
±5% for the 2H+2H channels (Tumino et al. 2014), and
±10% for the 7Li+p reaction (Lamia et al. 2012).

Notwithstanding the crucial role played by deuterium
burning during the early pre-MS evolution, due to the slight
variation of the reaction rates within the current uncertain-
ties, the effect on the LDB age is completely negligible. For
this reason we o not show the related plots.

Figure 2 shows the relative age difference, i.e. (per-
turbed model - reference model) / reference model vs lu-

Figure 2. Relative age difference at LDB as a function of lumin-
osity between the reference set of models and the sets with per-
turbed 7Li(p,α)α cross section.

minosity, due to the uncertainty in the 7Li(p,α)α cross sec-
tion. The relative age difference, about ±1%, is approximat-
ively independent of the mass over the whole selected mass
range. An increase of the cross section results in an higher
7Li-burning efficiency at a given temperature, which leads
to a more rapid 7Li depletion and to a lower LDB age at
a fixed luminosity. Although small, this effect is not neg-
ligible and it has been analysed here for the first time. We
computed also reference and perturbed models adopting the
solar-calibrated mixing length parameter (i.e. αML=1.74),
verifying that the relative LDB age differences are completely
unaffected by a variation of αML.

3.2 Plasma electron screening

An important point to discuss is the effect of the electron
screening on 7Li-burning. Plasma electrons around the in-
teracting nuclei reduce the effective coulumbian repulsion,
enhancing the reaction rate by a factor fpl (see e.g., Salpeter
1954, Graboske et al. 1973, Dewitt, Graboske & Cooper
1973). A similar effect, due to atomic electrons, is present
in the measurements performed in the laboratory. To this
regard, there are hints that atomic electron screening meas-
ured in laboratory is systematically lower (∼ 1/2) than the
theoretical expectations (see e.g., Pizzone et al. 2010, and
references therein).

It is not yet clear whether theoretical computations of
plasma electron screening are affected by a similar problem
(see e.g. Castellani et al. 1996). Hence, it might be useful
to check the effect of a variation of fpl in the 7Li(p,α)α re-
action. Assuming a maximum discrepancy between the pre-
dicted and real electron plasma screening efficiency similar
to that observed in the laboratory, we computed two sets of
perturbed models with fpl(Li) increased by a factor 1.5 and
2.0.

Figure 3 shows the relative age difference vs luminos-
ity due to the variation of the 7Li(p,α)α plasma electron
screening. Increasing the electron screening leads to higher
reaction rates and hence lower LDB ages at a given lumin-
osity. An enhancement by a factor of 1.5 and 2.0 produces,
respectively, a relative age decrease of the order of 3% and
5.5% at a fixed luminosity. These results do not change if
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Input Physics	
  

Uncertainty estimation not 
available…(future?!)	
  

Individual Error 
Analysis	
  



Individual Uncertainty source (2) 

Input Physics	
  

ΔTeff ≈ 70 - 300 K 
 



Individual Uncertainty source (3) 

Chemical Composition 
(analysed for the first time)	
  

Z =
(1� YP)(Z/X)�

10�[Fe/H] + (1 +�Y/�Z)(Z/X)�

Y = YP +
�Y

�Z
Z

(see e.g. Gennaro et al. 2010) 
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Table 4. Chemical composition parameters varied in the compu-
tation of perturbed stellar models and their assumed uncertainty.
The flag ”yes” in the last column specifies the quantities taken
into account in the cumulative uncertainty calculation (see Sect.
5).

quantity error global

[Fe/H] ±0.1dex yes
∆Y/∆Z ±1 yes
(Z/X)⊙ ±15% yes
Xd ±1× 10−5 yes

Figure 11. Relative age difference at LDB as a function of lumin-
osity between the reference set of models and the sets with the
labelled initial helium abundance Y .

YP = 0.2485 ± 0.0008 (Cyburt 2004), ∆Y/∆Z = 2 (Cas-
agrande 2007), and (Z/X)⊙ = 0.0181 (Asplund et al. 2009).

All the quantities in eqs. (1) and (2) are known with an
error, shown in Table 4, which directly propagates into the
final Y and Z values. Similarly to what done in the previous
sections, as a first step we computed perturbed models by
varying a single parameter (∆Y/∆Z, [Fe/H], and (Z/X)⊙)
at a time keeping all the others fixed to the reference value.
In the following we did not take into account the uncertainty
in YP, being negligible.

To the best of our knowledge, this is the first detailed
analysis of the chemical composition uncertainty in the LDB
age estimates.

4.1 Initial helium abundance

Following eq. (1), the initial helium abundance adopted in
stellar models strongly depends on the helium-to-metal en-
richment ratio, which is poorly constrained by observations
(see e.g. Gennaro, Prada Moroni & Degl’Innocenti 2010).
We adopted an error on ∆Y/∆Z of ±1 (Casagrande 2007),
and we kept fixed the value of YP. In order to quantify the
effect of the quoted uncertainty on the LDB age, we com-
puted two sets of models with the reference Z = 0.0130 and
Xd = 2× 10−5, and two different values of Y , namely 0.260
and 0.288, which correspond to ∆Y/∆Z = 1 and 3.

Figure 11 shows the relative age difference vs luminosity
due to the adoption of the quoted initial helium abundances.
The relative age uncertainty is roughly ±2% over the whole
mass range. The larger the helium abundance, the higher the

Figure 12. Relative age difference at LDB as a function of lumin-
osity between the reference set of models (Z = 0.0130) and the
sets with the labelled initial metallicity Z.

central temperature, and the earlier the lithium depletion at
a given luminosity. The results do not change if αML=1.74
is used instead of αML=1.00.

4.2 Initial metallicity

In order to analyse the effect of the metallicity on the LDB
age, we computed two set of models with the reference
Y = 0.274 and Xd = 2× 10−5, and two different metallicity
values, Z = 0.0105 and Z = 0.0155, which roughly corres-
pond to the typical observational error in [Fe/H], namely
±0.1 dex.

Figure 12 shows the relative age difference vs luminos-
ity due to the adoption of the quoted initial metallicities.
The effect is almost negligible at faint end of our range and
it increases up to about ±2% at higher luminosities. Such a
behaviour is mainly the consequence of the metallicity de-
pendence of the outer boundary conditions. In fact, we veri-
fied that varying the metallicity only in the interiors, keeping
fixed the BCs, produces a very small (! 0.5%) and constant
effect on the LDB. In this case at, a fixed luminosity, a larger
Z leads to a larger mass (higher central temperatures) and
consequently to a lower LDB age. Moreover, we verified that
decreasing the luminosity, the pressure and temperature at
the base of the atmosphere of models at the LDB get pro-
gressively less and less sensitive to the metallicity. At higher
luminosity, the effect of Z on the BCs becomes dominant
and an increase of Z results in a larger LDB age. The com-
parison between reference and perturbed models computed
with αML=1.74 gives the same results.

4.3 Heavy elements mixture

The value of (Z/X)⊙ in eq. (2) depends on the adopted
solar heavy elements mixture. In our reference set of mod-
els we used the Asplund et al. (2009) one, which leads to
(Z/X)⊙ = 0.0181. In order to quantify the impact of vary-
ing this quantity on LDB age, we computed two sets of mod-
els with the reference values of ∆Y/∆Z = 2, [Fe/H] = +0.0,
and Xd = 2 × 10−5, adopting an uncertainty of ±15% in
(Z/X)⊙ (Bahcall, Serenelli & Pinsonneault 2004, Bahcall
& Serenelli 2005). This is also roughly representative of the

c⃝ 20xx RAS, MNRAS 000, 1–14

Individual Error 
Analysis	
  



Individual Uncertainty source (4) 

1.4 Uncertainties on pre-MS models 61

Figure 1.26: Effect of the uncertainty on Y and Z on the tracks in the HR diagram (top panel)

and in the (log t[yr], logL/L⊙) plane (bottom panel), for masses in the range 0.1 - 2.0 M⊙. The

blue strip corresponds to the maximum uncertainty region obtained using the different couple of

values (Y , Z) given in Table 1.11.

Close to the LDB: 
 

ΔTeff ≈ 50 – 100 K  



Individual Uncertainty source: INPUT PHYSICS (5) 

±1%	
   3÷6%	
  

1÷4%	
   1÷6%	
  

Reac-on	
  Rate:	
  

EOS:	
  

Mixing	
  Length:	
  

Tc     M/R,	
  
R = R(t) 



Individual Uncertainty source: INPUT PHYSICS (6) 

≈1%	
  

8÷15%	
  

1÷3%	
  

2÷7%	
  
Surface	
  
Boundary	
  
Condi-ons:	
  	
  

Opacity variation in the  
atmosphere   

(outer boundary conditions)	
  
<1%	
  



Individual Uncertainty source: CHEMICAL COMPOSITION (8) 

Z fixed,

ΔY/ΔZ=1, 3
 Y fixed	
  

±2÷3% 

±1% 

±2% 

±1% 

[Fe/H] fixed


Z =
(1� YP)(Z/X)�

10�[Fe/H] + (1 +�Y/�Z)(Z/X)�

Y = YP +
�Y

�Z
Z Reference values: 

Y=0.274, Z=0.013 

Helium:	
  
Metallicity:	
  	
  

Deuterium:	
  	
  



Cumulative Error Stripe (1) 

Input physics and chemical composition quantities/parameters  
can vary at the same time 

 
LDB = LDB({pl}, {xk}) 

 

pj + Δpj 
 
pj 
 
pj - Δpj 

pj 

xk + Δxk 
 
xk 
 
xk - Δxk 

xk 

Input physics	
   Chemical composition	
  

To obtain the error stripe we computed all the possible 
permutations of the perturbed {pj} and {xk} 

 
For a total of ≈ 400 sets of models!	
  



Cumulative Error Stripe (2) 

Chemical composition: 
40% of the total error budget	
  

Error stripe: from 5% up to 15% 
 



Cumulative Error Stripe (3) 

Solar calibrated	
  

Effect of the  
Mixing Length parameter 



Summary 
- Analysis of the main uncertainty sources affecting theoretical    
   LDB age determination 
 
- Individual uncertainty sources: input physics and chemical    
   composition 
 
- For the first time cumulative error stripe:  
   simultaneous variation of the input physics and chemical       
   composition quantities/parameter 
 
- Error stripe: 40% of the total error budget due to the  
   uncertainty on the initial chemical composition 
 
- Cumulative Error Stripe well reproduced by linealy adding the      
   uncertainty due to individual variation 
 
- Age uncertainty: from 5-8% (100 Myr) to 8-15% (20 Myr) 
 
- Future: additional uncertainty sources (rotation, magnetic fields,  
   accretion…) 



Pisa Pre-Main Sequence and Low Mass Stars Database 

h$p://astro.df.unipi.it/stellar-­‐models/	
  

Pre-Main Sequence: isochrones (1-100 Myr) and tracks (0.2 – 6.0 Msun) 
  
Low Mass Stars: isochrones (8-15 Gyr) and tracks (0.3-1.1 Msun) 



	
  


