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For information : http://www.gaia-eso.eu 

•  PI Randich/Gilmore 
•  400+ researchers 

•  300 VLT nights/5 years 
     (3 yrs /32 obs runs)  
•  FLAMES 
•  105 MW stars 
•  70+ open clusters 
            (~30 observed) 
•  STD / GCs 
•  distributed analysis 
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                     core science 
 

•  Open cluster formation & dynamics 
•  Properties & evolution of  MW disk 
•  Stellar evolution 
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GES 

Yong+2012 & literature [Fe/H] after 2012 ; BOCCE age,Rgc  if  available  
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No. 4, 2010 THE STAR CLUSTER TRUMPLER 20 957

Figure 3. Comparison of our photometry with Pla08 for V, (B −V ), and (V −I )
as a function of the V magnitude. Comparison is in the sense of our photometry
minus Pla08.

of Pla08’s photometry. Here we find, however, an important
difference in (B − V ). In general, this could be due to a variety
of reasons, but in this case we believe that the most probable
cause is the observing conditions under which the photometry of
Pla08 was obtained. These authors admit that they observed few
standard stars—with a quite narrow color range—at relatively
high airmass. Together with U, the B filter is traditionally the
most sensitive to observing conditions and the set of standard
stars used. The quite narrow color range can also explain the
trend in the V mag comparison, which shows the presence of a
shallow unaccounted color term.

As discussed later, this discrepancy could explain the dif-
ference we find in E(B − V ), and the inconsistency between
spectroscopic temperature and color discussed by Pla08.

5. COLOR–MAGNITUDE DIAGRAMS

In Figure 4, we present the CMDs of Trumpler 20, based on all
measured stars having photometric errors lower than 0.05 mag,

for three different color combinations: V versus (U − B), V
versus (B − V ), and V versus (V − I ).

These CMDs are clearly dominated by dwarf stars (the
conspicuous MS) and giant stars from the thin disk (note the
sequence departing from the MS at V ∼ 19–20), located
at different distances, and affected by different amounts of
extinction. The FIRB reddening in the line of sight (Schlegel
et al. 1998) is E(B − V ) = 1.09, which implies AV ∼ 3.0.
Given that the line of sight to Trumpler 20 crosses twice the
Carina spiral arm, and the Scutum-Crux arm (Russeil 2003),
this reddening value (being an integration to infinity) is probably
much larger than the one at the distance of the cluster.

A closer inspection of Figure 4 shows the following.

1. The CMD is dominated by a prominent, broad MS extend-
ing from the turnoff point at V ∼ 16 down to the limiting
magnitude of our study.

2. At V ∼ 14.5 there is a conspicuous clump of He-burning
stars, which extends significantly in magnitude.

3. A sequence of bright blue stars is seen in the upper left part
of the CMDs, extending up to the saturation limit of our
data.

4. Many field stars—dwarfs and giants—are spread across the
CMD, which complicates the precise definition of all of the
above features.

Overall, this CMD closely resembles that of NGC 7789, both
in shape and richness. We can say that Trumpler 20 looks like a
twin of NGC 7789 (see Section 6).

5.1. Clean Color–Magnitude Diagrams

We have selected cluster members on the basis of their
distance from the cluster center. For this, from the star count
analysis of Seleznev et al. (2010), we adopted a cluster core
radius of 5 arcmin.

Clean CMDs are shown in Figure 5. Field star contamination
is still present, but the most important features of the CMDs
stand out much better. Most of the stars above the turnoff (TO)
have disappeared, which has allowed us to better define its
position at V = 16.0, (B − V ) = 0.75, and (V − I ) = 0.85.
While the MS in the V versus (U − B) and V versus (B − V )
CMDs is tight and separated from field stars and binaries, the
V versus (V − I ) MS looks wide, and it appears impossible to
separate the cluster’s MS from binaries and interlopers. Quite
interestingly, the termination point of the MS (the red hook) is
still quite blurred, as if several distinct sub-populations were

Figure 4. CMDs for three different color combinations based on all measured stars having photometric errors lower than 0.05 mag.Carraro+2010 
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A&A 561, A94 (2014)

Table 5. Results, errors, and estimated systematic uncertainties using different evolutionary models with [Fe/H] ≃ +0.17.

Model Age (m − M)0 E(B − V) d⊙ RGC z MTO
(Gyr) (mag) (mag) (kpc) (kpc) (pc) (M⊙)

PARSEC 1.66 ± 0.2 12.64 ± 0.1(0.2) 0.32 ± 0.02(0.05) 3.37(0.3) 6.87(0.02) 130.07(10) 1.8
BASTI 1.35 ± 0.2 12.72 ± 0.1(0.2) 0.31 ± 0.02(0.05) 3.50(0.3) 6.86(0.02) 134.95(10) 1.9
VICTORIA 1.46 ± 0.2 12.70 ± 0.1(0.2) 0.35 ± 0.02(0.05) 3.47(0.3) 6.86(0.02) 133.71(10) 1.9

Fig. 12. CMD obtained for stars inside 3′ using the photometry from C10 corrected for DR, and the best isochrone fit for different evolutionary
models (PARSEC − left; BASTI − middle; Victoria-Regina − right). GES target non-members have been disregarded, while members are high-
lighted with orange (GIRAFFE) and blue (UVES) points. Cyan points are P08 members. See Table 5 for the adopted parameters for the isochrone
fitting.

comparison a younger and an older age isochrone (dashed and
dot-dashed lines, respectively), for which the clump phase is lo-
cated at lower log g with respect to the data, and never reaches
log g > 3. These stars might be RGB stars (even if still too warm
for the best-fitting model) instead of RC stars because they ap-
pear in the observational CMD. We discuss the peculiar structure
of the RC of Tr 20 in detail in Sect. 4.3.

6.1. Fitting B – V and V – I

Multi-band photometry can be used to estimate the expected
cluster metallicity; in principle, the correct metallicity is the one
that produces a good fit with the same isochrone in two different
colours with the same parameters (e.g. Tosi et al. 2007). It is very
interesting to compare the metallicity obtained from photometry

A94, page 12 of 14
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Table 4. Information for the 13 UVES targets with complete abundance analysis.

id GES id V B RA Dec RV Teff log g [Fe/H] ξ
(mag) (mag) (deg) (deg) (km s−1) (K) (dex) (dex) (km s−1)

340 12391577-6034406 14.67 16.00 189.8157333 −60.5779569 −40.02 ± 0.42 4849 ± 41 2.86 ± 0.13 0.03 ± 0.06 1.27 ± 0.11
770 12392585-6038279 14.93 16.27 189.8577030 −60.6410769 −42.54 ± 0.42 5034 ± 106 3.12 ± 0.31 0.21 ± 0.08 1.25 ± 0.10
505 12392700-6036053 14.52 15.91 189.8624847 −60.6014733 −40.06 ± 0.42 4800 ± 77 2.80 ± 0.24 0.12 ± 0.07 1.29 ± 0.10
894 12393132-6039422 14.77 16.11 189.8804981 −60.6617437 −35.98 ± 0.42 4954 ± 64 3.07 ± 0.15 0.19 ± 0.05 1.20 ± 0.22
835 12393782-6039051 14.58 15.96 189.9075746 −60.6514254 −40.53 ± 0.42 4909 ± 129 2.80 ± 0.21 0.21 ± 0.12 1.30 ± 0.16
346 12394419-6034412 14.70 16.07 189.9341452 −60.5780773 −41.02 ± 0.42 4941 ± 90 2.88 ± 0.23 0.21 ± 0.07 1.25 ± 0.06
781 12394475-6038339 14.61 16.01 189.9364207 −60.6427569 −39.28 ± 0.42 4850 ± 112 2.75 ± 0.22 0.15 ± 0.05 1.38 ± 0.08
791 12394596-6038389 14.54 15.91 189.9414399 −60.6441467 −39.69 ± 0.42 4912 ± 118 2.87 ± 0.21 0.20 ± 0.06 1.27 ± 0.15
287 12394690-6033540 14.78 16.13 189.9453843 −60.5650194 −40.98 ± 0.42 4968 ± 77 3.03 ± 0.10 0.16 ± 0.11 1.14 ± 0.14
795 12394742-6038411 14.71 16.07 189.9475589 −60.6447566 −39.82 ± 0.42 4900 ± 100 2.73 ± 0.23 0.16 ± 0.05 1.21 ± 0.15
787 12395426-6038369 14.60 15.98 189.9760346 −60.6436069 −42.45 ± 0.42 4925 ± 100 2.98 ± 0.13 0.17 ± 0.07 1.36 ± 0.04
399 12395975-6035072 14.62 16.04 189.9988948 −60.5853363 −42.01 ± 0.42 4850 ± 87 2.79 ± 0.19 0.13 ± 0.07 1.29 ± 0.11
1044 12400278-6041192 14.99 16.37 190.0115263 −60.6886598 −39.04 ± 0.42 4932 ± 67 2.98 ± 0.11 0.16 ± 0.10 1.37 ± 0.05

Finally, we note that double RCs are also evident in clusters
of the Magellanic Clouds as shown in Glatt et al. (2008) and
Milone et al. (2009) and demonstrated in Girardi et al. (2009).
In these high-mass clusters the presence of stars of different age
(due to a gap in star formation or a prolonged star formation)
looks more probable, similarly to the massive old globular clus-
ters of the MW. However, the transition from non-degenerate
and degenerate He ignition is not the universally accepted ex-
planation for them, either. The effect of stellar rotation on the
observational CMD (proposed e.g., by Bastian & de Mink 2009
or Li et al. 2012 and refuted by Girardi et al. 2011) or of binary
interactions and merging (e.g. Yang et al. 2011) were considered
to reproduce the double RCs.

5. Spectroscopic analysis

As we mentioned in Sect. 3.2, the Gaia-ESO Survey data gath-
ering and processing is organised in WGs. In particular, stellar
parameters and chemical abundances of F-G-K stars are derived
by WG 10 (for a description see Recio-Blanco et al., in prep.)
for GIRAFFE, and WG 11 derives them for UVES (Smiljanic
et al., in prep.). Earlier-type stars, such as those found near the
MSTO in Tr 20, are taken care of separately. Within WG 10 and
WG 11, the analysis is performed by several nodes with differ-
ent techniques. The common ground for each node is to assume
local thermodynamic equilibrium (LTE), using the same model
atmospheres (the MARCS models, Gustafsson et al. 2008), the
same grid of synthetic spectra (see de Laverny et al. 2012; and
Recio-Blanco et al., in prep.), a line list with common atomic pa-
rameters (Bergemann et al., in prep.), and a common solar zero
point (Grevesse et al. 2007). The results of the nodes are then
combined to derive a final set of stellar parameters for each star.
With this recommended set of stellar parameters, the nodes re-
compute the elemental abundances, which are combined to give
a set of final values per star. More details can be found in the
referenced papers. However, we reiterate that we used only the
RVs for the entire spectroscopic sample and the abundances for
13 RC stars observed with UVES.

5.1. RV distribution

Using all the RV measurements obtained for the stars observed
in Tr 20, it is easy to identify the cluster signature with respect
to the field stars. In Fig. 9 we show the RV distribution for the
entire Gaia-ESO Survey and archive targets (both UVES and

Fig. 9. RV distribution of all the GES targets (1370 stars). The peak of
cluster stars is evident at about −40 km s−1.

GIRAFFE). The typical error on the RV for UVES targets is
about 0.4 km s−1, while it ranges from 0.3 km s−1 to several
km s−1 in the worst cases for GIRAFFE targets (see Table 3). We
used stars in common between the setups to align the GIRAFFE
RV estimates to that of UVES, finding that a systematic correc-
tion of about −0.46 km s−1 is needed for the HR15N spectra
and of −0.50 km s−1 for the HR09B ones. Since we are not in-
terested in the detailed cluster internal dynamics, but only aim
to identify candidate member stars, we did not try harder to ho-
mogenise the RVs, for instance, by using sky lines to correct for
offsets between the zero points of individual spectra. Stars ob-
served with different setups were considered using the following
priorities: we used the UVES RV if available, the average RV
between GIRAFFE setups when the star was observed with both
HR15N and HR09B, and finally the RV derived from only one
setup. We estimated the average RV of the sample by selecting
stars at different distances from the cluster centre to verify that
consistent values were obtained. The inner part of the cluster has
of course a higher percentage of cluster members than more dis-
tant fields, hence the estimate of the cluster average RV is more

A94, page 9 of 14

V 

B-V 

RV (km/s) 

<RV>=-40 km/s 



The Gaia-ESO Survey – Trumpler 20 
Chemical and dynamical evolution of  the 
Milky Way and Local Group galaxies 10 

GES - Donati+ 2014 

P. Donati et al.: Trumpler 20

189.6 189.7 189.8 189.9 190.0 190.1 190.2

−6
0.

80
−6

0.
75

−6
0.

70
−6

0.
65

−6
0.

60
−6

0.
55

−6
0.

50

RA

D
ec

−0.04

−0.02

0.00

0.02

0.04

0.06

0.08

0.10

DR

189.6 189.7 189.8 189.9 190.0 190.1 190.2

−6
0.

80
−6

0.
75

−6
0.

70
−6

0.
65

−6
0.

60
−6

0.
55

−6
0.

50

RA

D
ec

0.000

0.005

0.010

0.015

0.020

err

Fig. 6. Upper panel: colour deviations from the reference line due to the
effect of DR, mapped on a 50′′ × 50′′ grid for stars inside 6′ from the
centre. Lower panel: corresponding error map for the computed colour
deviations from the reference line. The grayscale on the right side of
each panel indicates the level of each parameter plotted.

two facts: the poorness in sampling a circular area using polygo-
nal bins and the avoidance of interpolation in the corners, where
the poor statistics may produce weak estimates. The table with
the DR estimates is available through CDS.

The overall effect of the DR on the CMD appearance is
shown in Fig. 7. The MS and MSTO regions appear tighter, re-
ducing the broadening of these phases substantially. This im-
provement is highlighted in black in the figure for the upper MS,
but the lower part also benefits from the DR correction. The RC
stars are more clumped, highlighting the peculiar morphology of
this phase (see Sect. 4.3). Our DR estimate did not change the lu-
minosity level and colour of age-sensitive indicators such as the
MSTO, the bright limit of the MS, or the red-hook (RH) phase,
limiting artificial estimates of the cluster parameters. The main
difference to the method used in P12 is that we used many more
stars to estimate the DR, which is therefore supported by a robust
statistic. Moreover, we selected stars on the lower MS, avoiding
objects at the MSTO. In this part of the CMD other physical

Fig. 7. CMDs for Tr 20 stars (photometry from C10) with distance from
the cluster centre d < 4′. Left panel: original photometry. The red arrow
shows the direction of the reddening vector. Right panel: photometry
corrected for DR. The TO and RC regions are plotted in black to clearly
show the effect of the correction for DR.

mechanisms than DR have a more significant impact on the star
magnitude and colour (in particular binaries), and, furthermore,
the shape of the MS is much more sensitive to the metallicity
and age, limiting the accuracy on both the DR estimates and the
definition of the fiducial. On the other hand, the P12 method
has the advantage of using only cluster members. Even though
we have spectra for 1370 stars, we selected only 520 candidate
members (see Sect. 5.1) and 100 fall in the MS box. They are
still too few for a statistically significant estimate of the DR on
the cluster field. However, we can quantify the differences be-
tween the two methods for the stars in common. Adopting the
same MS box and fiducial, we compared the DR corrections ob-
tained for single stars using our method and that of P12, without
applying spatial smoothing. We found that the average difference
is −0.004 mag with a dispersion of 0.02 mag. No systematic dif-
ferences between the two methods were found, but only a low
intrinsic dispersion. As final caveat, we stress that photometric
errors, undetected binary systems, and residual contamination
from the field might affect the DR estimation because they all
produce a broadening of the MS. Our results are therefore an
upper limit to the DR.

4.3. Red clump

Tr 20 has been known to feature an extended RC at B−V ≃ 1.45,
spread from V ! 14.5 to V ! 15. The de-reddened photometry
of Figs. 7 and 8 shows that this extension is real and is not cre-
ated by DR, as was found by P12. Furthermore, when DR is
taken into account, the double structure of the RC, which has
previously been discussed by C10, becomes more evident (see
Fig. 8, upper panel). Two distinct groups of stars are evident,
one extended and fainter, centred on about V ∼ 14.8, the other
more luminous, centred on V ∼ 14.5. We see, however, that the
RC cannot be fitted by a single isochrone (see Sect. 6). Table 4
sums up the spectroscopic properties of the 13 UVES targets that
are completely analysed; we list the identification and B, V mag

A94, page 7 of 14
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     OC  age  Rgc         RV    [Fe/H]        GES paper 

Tr 20   1.5   6.9  −40.5 (1470)  +0.16 (13) Donati+2014 

NGC4815   0.5   6.9  −30.2 (218)  +0.03 (5) Friel+2014 

NGC6705   0.3   6.3  +34.5 (1053)  +0.10 (21) Cantat-Gaudin+2014 

Be 81   1.0   5.5  +47.6 (280)  in progress in progress 

NGC6208   0.7   7.4 observed 

Be 44   1.3   7.1 observed 

Pismis 18   1.2   6.8 observed 

Tr 23   1.0   6.2 observed 

NGC6005   1.2   6.0 observed 
RV : GIRAFFE+UVES   -   [FE/H] : UVES  

for more details, see talk by Laura Magrini (on Tuesday)  
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(a) R10

(b) M09

Fig. 13. Abundance ratios in field and open cluster stars: abundance ratios [El/Fe] versus [Fe/H] of solar neighbourhood dwarf stars (cyan empty
triangles), of inner disk/bulge giant stars (red empty squares), of stars in Trumpler 20 (magenta filled circle), in NGC 4815 (green filled triangle),
and NGC 6705 (blue filled square). In panel a) the curves are the model of R10 at three RGC: 4 kpc (dotted line), 6 kpc (continuous line), and 8 kpc
(dashed line). The curves shown in panel b) are obtained with the model of M09. The theoretical ratios are normalised to the solar abundances
predicted by each model, with the exception of [Mg/Fe] in M09 model, which is displaced by other +0.15 dex to match the data.

A44, page 12 of 14

L. Magrini et al.: Abundance ratios in the Gaia-ESO Survey old clusters

Fig. 3. Abundance ratios versus [Fe/H] for individual member stars in
Tr20. Errors on abundance ratios [El/Fe] are computed by summing the
errors in [El/H] in quadrature and the errors on [Fe/H]. In each panel,
the rectangular region shown by intersection of the four dotted lines
indicates the 1σ area around the average value.

Fig. 4. As in Fig. 3, but for NGC 4815.

the metal poorest cluster (NGC 4815) and the metal richest one
(Trumpler 20) differ ∼2σ.

Inspecting Fig. 6, we note that each cluster shows unique
features with respect to the other clusters: Trumpler 20 has solar
[Si/Fe], [Mg/Fe], and [Ca/Fe] and is slightly depleted in [Ti/Fe],
[Ni/Fe] and [Cr/Fe]. The cluster NGC 4815 is solar in [Si/Fe],
and [Ca/Fe], and is slightly depleted in [Ti/Fe], [Cr/Fe] and
[Ni/Fe], and enhanced in [Mg/Fe]. The cluster NGC 6705 is so-
lar in [Ti/Fe], [Si/Fe], [Ca/Fe] and [Ni/Fe], while it is enhanced
in [Mg/Fe] and depleted in [Cr/Fe]. We statistically quanti-
fied the level of significance of the cluster-to-cluster abundance

Fig. 5. As in Fig. 3, but for NGC 6705.

Fig. 6. Average values of the four α-elements (Ca, Si, Ti, and Mg) in
the bottom panel. Results of iron-peak elements (Ni, Cr) are shown
in the upper panel. Clusters are ordered by [Fe/H]: NGC 4815 is the
first cluster on the left, NGC 6705 in the middle, and Trumpler 20 on
the right side. The errors are the standard deviation, σ, computed for
member stars of each clusters. The colour and symbol codes are the fol-
lowing: green crosses for [Cr/Fe], blue stars for [Ni/Fe], red circles for
[Si/Fe], purple filled triangles for [Ca/Fe], orange squares for [Mg/Fe],
and empty salmon pink triangles for [Ti/Fe].

differences by estimating, the following quantity for each abun-
dance ratio in each pair of clusters

([El/Fe]cluster1 − [El/Fe]cluster2)
/√(
δ([El/Fe]cluster1)2

+ δ([El/Fe]cluster2)2
)
, (1)

where the abundance ratios and their errors are those reported in
Table 3. All pairs of comparison are of the order of 1σ with the
lowest difference for [Si/Fe] in Trumpler 20 and NGC 4815, and
the largest difference for [Ni/Fe] in NGC 6705 and NGC 4815

A44, page 7 of 14
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A&A 573, A55 (2015)

Table 3. Stellar parameters for target stars in NGC 6705.

ID GES ID RA Dec V B – V RV S/N v sin i

a v sin i

b

deg (J2000) deg (J2000) mag mag km s�1 km s�1 km s�1

2000 18502831-0615122 282.6180 –6.2534 11.428 1.587 34.42 81 4.02 4.5
1837 18503724-0614364 282.6552 –6.2434 12.001 1.422 35.28 131 7.89 10.5
1658 18504563-0612038 282.6901 –6.2011 11.622 1.475 35.13 111 5.40 7.0
1625 18504737-0617184 282.6974 –6.2884 11.652 1.729 32.01 102 3.84 4.5
1446 18505494-0616182 282.7289 –6.2717 11.860 1.468 34.76 104 5.24 7.0
1423 18505581-0618148 282.7325 –6.3041 11.414 1.627 35.23 121 4.73 6.0
1364 18505755-0613461 282.7398 –6.2295 11.830 1.211 30.60 162 9.14 11.5
1286 18505944-0612435 282.7477 –6.2121 11.872 1.398 34.38 117 8.25 11.0
1256 18510023-0616594 282.7510 –6.2832 11.586 1.733 35.23 88 3.54 5.0
1248 18510032-0617183 282.7513 –6.2884 12.081 1.461 35.23 122 6.48 9.0
1184 18510200-0617265 282.7583 –6.2907 11.426 1.604 32.03 81 3.68 4.5
1145 18510289-0615301 282.7620 –6.2584 12.014 1.453 32.76 118 5.43 7.0
1117 18510341-0616202 282.7642 –6.2723 11.801 1.438 36.14 105 8.03 10.0
1111 18510358-0616112 282.7649 –6.2698 11.902 1.418 34.63 113 5.31 7.5
1090 18510399-0620414 282.7666 –6.3448 11.872 1.566 34.01 102 4.65 6.0
963 18510662-0612442 282.7776 –6.2123 11.720 1.510 33.23 113 5.04 7.0
916 18510786-0617119 282.7828 –6.2866 11.621 1.463 33.86 188 7.62 9.5
899 18510833-0616532 282.7847 –6.2814 11.736 1.466 33.14 94 4.64 5.5
827 18511013-0615486 282.7922 –6.2635 11.493 1.503 36.88 115 3.51 4.5
816 18511048-0615470 282.7937 –6.2631 11.627 1.507 33.08 121 7.45 9.0
779 18511116-0614340 282.7965 –6.2428 11.468 1.732 33.42 87 4.61 5.5
686 18511452-0616551 282.8105 –6.2820 11.923 1.480 35.15 97 7.27 9.0
669 18511534-0618359 282.8139 –6.3100 11.974 1.553 33.75 161 7.13 9.0
660 18511571-0618146 282.8155 –6.3041 11.807 1.490 35.17 139 4.58 6.0
411 18512662-0614537 282.8609 –6.2483 11.559 1.669 33.90 128 5.41 6.5
160 18514034-0617128 282.9181 –6.2869 11.525 1.539 33.25 121 5.26 7.0
136 18514130-0620125 282.9221 –6.3368 11.849 1.499 33.21 83 2.84 4.0

Notes. ID and photometric data were taken from Sung et al. (1999); (a) values from the GES database; (b) determined in this work.
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Fig. 1. Colour–magnitude diagram of the open cluster Trumpler 20. The
stars investigated in this work are indicated by circles. The diagram is
based on photometry by Carraro et al. (2010).

all observing runs (see Sacco et al. 2014, for more details). A
correction for telluric contamination is not yet implemented, so
none is applied before co-addition. This may cause a problem
in some cases, as we encountered for the [O I] 6300.3 Å line
in stars of Trumpler 20, because of the systemic radial velocity
of that cluster. The oxygen line in the spectra of NGC 4815 and
NGC 6705 stars was not a↵ected by telluric lines.

0.5 1.0 1.5 2.0 2.5

18

16

14

V

V 

Fig. 2. Colour–magnitude diagram of the open cluster NGC 4815. The
stars investigated in this work are indicated by circles. The diagram is
based on photometry by Prisinzano et al. (2001).

2.2. Main atmospheric parameters

The main atmospheric parameters of the stars were determined
spectroscopically using a technique described by Smiljanic et al.
(2014). To make full use of the available expertise of the con-
sortium, all the spectra were analysed in parallel by 13 nodes
of scientists. The methodology and codes used by each Node
are described in detail by Smiljanic et al. (2014). A number of
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Fig. 3. Colour–magnitude diagram of the open cluster NGC 6705. The
stars investigated in this work are indicated by circles. The diagram is
based on photometry by Sung et al. (1999).

constraints have been imposed on input data used in the anal-
ysis to guarantee some degree of homogeneity in the final re-
sults: the use of a common line list, the use of one single set
of model atmospheres, and the analysis of common calibration
targets. The Gaia-ESO Survey line list version 4.0 was used to
determine the main atmospheric parameters of the cluster stars
(Heiter et al., in prep.). For model atmospheres, the MARCS grid
(Gustafsson et al. 2008) was adopted. The grid consists of
spherically-symmetric models complemented by plane-parallel
models for stars of high surface gravity (between log g = 3.0
and 5.0, or 5.5 for cooler models). The models are based on hy-
drostatic equilibrium, LTE, and the mixing-length theory of con-
vection. The assumed solar abundances are those of Grevesse
et al. (2007). Thus, when metallicities in the format [El/H] or
[El/Fe]3 are quoted in this work, the solar elemental abundances
are the following: A(Fe)� = 7.45, A(C)� = 8.39, A(N)� = 7.78,
and A(O)� = 8.66.

To homogenise the results of di↵erent nodes and quantify
the method-to-method dispersion of each parameter the median
and the associated median absolute deviation (MAD) have been
used. The first step was a zeroth-order quality control of the re-
sults of each node (values with very large error bars were re-
moved). Then, we used results of the benchmark stars to weight
the performance of each node in di↵erent regions of the param-
eter space. Finally, the weighted-median value of the validated
results was adopted as the recommended value of that param-
eter. For the Internal Data Release 2 (GESviDR2Final) results,
used in this work, the median of the method-to-method disper-
sion is 55 K, 0.13 dex, and 0.07 dex for Te↵ , log g, and [Fe/H],
respectively.

2.3. C, N, and O abundances

Abundances of carbon, nitrogen, and oxygen were deter-
mined by the GES Vilnius node using the spectral synthesis
with the code BSYN, developed at the Uppsala Astronomical
Observatory. The C2 Swan (1, 0) band head at 5135 Å and

3 We use the customary spectroscopic notation [X/Y] ⌘
log10(N

X

/N
Y

)star � log10(N
X

/N
Y

)�.

Table 4. E↵ects on derived abundances, �[El/H], resulting from model
changes for the star NGC 6705 1625.

Species �Te↵ �log g �vt �[Fe/H]
Total±100 K ±0.3 ±0.3 km s�1 ±0.1

C (C2) 0.03 0.05 0.00 0.05 0.07
N (CN) 0.07 0.13 0.01 0.11 0.18
O ([O i]) 0.01 0.12 0.00 0.01 0.12

C2 Swan (0, 1) band head at 5635.5 Å were investigated in or-
der to determine the carbon abundance. The C2 bands are suit-
able for carbon abundance investigations since yield give the
same carbon abundances as [C i] lines, which are not sensitive to
non-local thermodynamical equilibrium (NLTE) deviations (cf.
Clegg et al. 1981; Gustafsson et al. 1999).

The interval 6470–6490 Å containing 12C14N bands was
used for the nitrogen abundance analysis. The oxygen abundance
was determined from the forbidden [O i] line at 6300.31 Å.
Following Johansson et al. (2003), we took into account the os-
cillator strength values for 58Ni and 60Ni, which blend the oxy-
gen line. Lines of [O i] are considered as very good indicators
of oxygen abundances. It was determined that they are not only
insensitive to NLTE e↵ects, but also give similar oxygen abun-
dance results with 3D and 1D model atmospheres (cf. Asplund
et al. 2004; Pereira et al. 2009).

All the synthetic spectra have been calibrated to the solar
spectrum by Kurucz (2005) to make the analysis strictly di↵er-
ential. Figures 5–8 display examples of spectrum syntheses for
the programme stars. The best-fit abundances were determined
by eye.

In fitting the observed spectra with theoretical spectra the
stellar rotation was taken into account. Approximate values of
stellar rotation velocities were evaluated for the Survey stars
as described by Sacco et al. (2014). Values of v sin i were cal-
culated using an empirical relation of a full width half max-
imum of the the cross- correlation function (CCFFWHM) and
v sin i, which was specifically derived for this project. Accuracy
of those values depends on the spectral type of a star. Since
the values of v sin i, provided by the Gaia-ESO Survey in
GESviDR2Final, were estimated before the main atmospheric
parameters of stars were known, consequently v sin i can be im-
proved after the stellar parameters are determined. Thus we did
that for the investigated stars using stronger surrounding lines
in spectral regions around the investigated C, N, and O features.
The initial and updated v sin i values are presented in the last
two columns of Tables 1 to 3. The new values on average are
larger by about 1.4 ± 0.7 km s�1. We did not need an extremely
high accuracy of the v sin i values since their influence in de-
termining of the C, N, and O abundances is not crucial (see
Sect. 2.4). However, especially for stars of our youngest open
cluster NGC 6705, rotating up to 11 km s�1, a higher accuracy
of elemental abundances was certainly achieved.

2.4. Evaluation of uncertainties

The sensitivity of the abundance estimates �[El/H] to
changes in the atmospheric parameters are listed for the star
NGC 6705 1625 in Table 4. Clearly, the abundances are not
much a↵ected when the parameter uncertainties quoted at the
end of Sect. 2.2 are considered.

Since abundances of C, N, and O are bound together
by the molecular equilibrium in the stellar atmosphere, we
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Fig. 4. The F555W vs. F439W−F555W (flight system) color magnitude diagrams from the combination of the 4 WFPC2 cameras of 2 clusters
of the database. Note that the magnitude and color ranges covered by each figure are always of the same size (though magnitude and color
intervals start at different values). Heavier dots correspond to stars with an internal total error less than 0.1 mag.
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of the database. Note that the magnitude and color ranges covered by each figure are always of the same size (though magnitude and color
intervals start at different values). Heavier dots correspond to stars with an internal total error less than 0.1 mag.
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Fig. 28. δY as function of IQR for [Na/O] and [Al/Mg], respectively.
Lower limits are also indicated.

In the present discussion, we considered a subset of the GCs
with extensive enough data on the Na-O and Mg-Al anticorre-
lations. Most of the GCs considered here are from the very ex-
tensive study by Carretta et al. (2009a,b); we complement this
data set with a few GCs from the literature (Shetrone & Keane
2000, for NGC 362; Sneden et al. 2004; and Cohen & Melendez
2005, for NGC 5272 and NGC 6205; Sneden et al. 1991, 2000,
for NGC 6341; Marino et al. 2008, for NGC 6121; Marino et al.
2009, for NGC 6656; and Yong et al. 2005, for NGC 6752). The
relevant data are given in Table 1. We note that we prefer to use
the inter-quartile IQR of the distributions (either directly taken
from the literature, or obtained from abundances for individual
stars11), rather than the corresponding values for 90% of the
distribution, as we did for the extension of the HB. The IQR
is indeed a more robust indicator, which is less sensitive to small
number statistics and to many upper limits to the abundance de-
terminations. This last problem remains an important concern.
In general, we may consider the IQR determinations as lower
limits for those GCs with metallicity [Fe/H] < −1.5. Figure 28
illustrates the correlations between the spread in He abundances
obtained from the colour spread of the HB, and the IQR val-
ues for both the [Na/O] and the [Al/Mg] anticorrelations. As can
be seen, fairly tight correlations exist, the strongest being be-
tween δY and IQR([Na/O]), which are based on more extensive
data sets than the IQR([Al/Mg]). This correlation strongly sup-
ports the current interpretation that the extent of the HB is de-
termined by the spread in He content within each GC. However,
we note that at least for δY − IQR([Na/O], the relation has an
offset, where δY is significantly larger than 0 only for clusters
with IQR([Na/O] > 0.6).

7.2. Comparison with a dilution model

We may compare these results with the prediction of a simple
universal mechanism for the production of the Na-O correlation,
that has only one class of polluters, and for which the com-
position of second generation stars differ only in terms of the

11 We thank A. F. Marino for providing the unpublished data for the
individual stars in NGC 6656.

Fig. 29. Run of [Na/Fe]min with [Fe/H] for the GCs of our sample. The
thick superimposed line represents an average line fitting field stars
(see text).

Fig. 30. Run of [Na/Fe] vs. [O/Fe] expected for different values of dil
from our dilution model. The insert shows the run of [Na/Fe] with
[O/Fe] for stars in our FLAMES survey (Carretta et al. 2009a).

different dilution of polluted gas by primordial material. A
similar dilution model has been successfully used to explain
many features of the Na-O anti-correlation (see discussion in
Prantzos & Charbonnel 2006), including its shape and the resid-
ual observed Li abundances in stars severely depleted in O in
NGC 6752 (Pasquini et al. 2005). Once the compositions of the
pristine and processed material are set (e.g., by the extremes
of the observed distributions), the dilution factor may be deter-
mined for each star (either from O or Na abundances), and the
helium production can be inferred, save for a constant factor.

In this model, the logarithmic abundance of an element [X]
for a given dilution factor dil is given by

[X] = log [(1 − dil) 10[Xo] + dil 10[Xp]], (18)

where [Xo] and [Xp] are the logarithmic abundances of the
element in the original and processed material, respectively.
Practically speaking, we may assume (see Carretta et al.
2009a, Fig. 17) that the original composition is [Na/Fe] =
−0.28 if [Fe/H] < −1.5, [Na/Fe] = 0 if [Fe/H] > −0.8, and
[Na/Fe] = −0.28 + 0.4([Fe/H] + 1.5) if −1.5 < [Fe/H] < −0.8;
and [O/Fe] = 0.5. For the processed material we assumed
[Na/Fe] = 0.6 and [O/Fe] = −1.5. We note that while for O we
may assume a uniform [O/Fe] value, because cluster-to-cluster
variations of maximum values are small among the GCs of our
sample, we adopted an original [Na/Fe] ratio that is a function of
metal abundance, to reproduce both our data and the Na abun-
dances observed among field stars (see Fig. 29).

In Fig. 30, we compare the expected run of [O/Fe] vs.
[Na/Fe] according to this dilution model, with observations for
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E. Carretta et al.: Na-O anticorrelation in 15 globular clusters 133

Fig. 17. Run of [O/Fe]max (upper panel) and [Na/Fe]min (lower panel)
with [Fe/H] for the GCs of our sample. These should represent the run
of original O and Na abundances for these clusters. The grey, open sym-
bols, represent field stars taken from Fulbright et al. (2007), Venn et al.
(2004), Gratton et al. (2003), Reddy et al. (2003).

polluters were massive AGB stars, these two quantities would
be expected to be anticorrelated, depending on the average mass
and metallicity of the polluters; hence, [O/Fe]min and [Na/Fe]max
might change from cluster to cluster. This is indeed the case: for
instance, NGC 2808, with [Na/Fe]max = 0.58± 0.03 has a O/Na
anticorrelation clearly flatter than M 4 ([Na/Fe]max = 0.70±0.11;
see Fig. 18), in spite of the fact that these two clusters have
very similar values of [Fe/H]. This suggests that the average
mass of the polluters may be larger in NGC 2808 than in M 4.
Searching for general trends, we plotted the run of [Na/Fe]max
with [O/Fe]min in Fig. 19. If we neglect the upper limits (which
do not provide useful information here), we find that these two
quantities are correlated, as expected for massive AGB polluters.
However, the observed slope is quite different from model ex-
pectations, the variation in [O/Fe]min being much greater than
expected. This might indicate some flaws in the model (e.g. in
the treatment of convection and/or on the adopted value for the
relevant nuclear reaction cross sections). However (still exclud-
ing the most metal-poor clusters, which only provide not very
constraining upper limits), we find that [O/Fe]min is closely cor-
related with a linear combination of metallicity [Fe/H] and clus-
ter luminosity MV , the mean relation being

[O/Fe]min = (0.366 ± 0.134)[Fe/H]
+ (0.168 ± 0.044)MV + (1.23 ± 0.17), (2)

with a linear correlation correlation coefficient of r = 0.77 (over
14 GCs), which is highly significant (see also Fig. 20). The cor-
relation with the cluster absolute magnitude suggests that the av-
erage mass of the polluting stars is correlated with the cluster’s
absolute magnitude (or, more likely, with the mass of the cluster

at the epoch of formation, of which its current MV value can be
a proxy). It is unfortunate that current AGB models are not yet
able to provide a good calibration of the polluting mass, because
this would provide us with the typical timescale for the forma-
tion of the second-generation, a crucial piece of information in
modelling early phases of cluster evolution.

8. Summary

In this paper we have derived atmospheric parameters and ele-
mental abundances of iron, oxygen, and sodium for 1582 bona
fide member red giant stars in 15 Galactic GCs with differ-
ent global parameters (metallicity, masses, HB morphology,
etc.). We derived our abundances from EWs measured on high-
resolution FLAMES/GIRAFFE spectra; the EWs are corrected
to a system defined by higher resolution FLAMES/UVES spec-
tra (presented in the companion Paper VIII). We added stars
analysed in the previous studies within the project to the sam-
ple of the present paper, and the resulting sample was completed
with the UVES dataset. We have a grand total of 1235 stars with
homogeneous Na and O abundances in 19 clusters, the largest
sample of its kind ever collected. This huge database allows
tracing the Na-O anticorrelation for each GC, the typical signa-
ture of operation of proton-capture chains in high-temperature
H-burning in an early generation of -now extinct- massive stars.
This classical sign of large star-to-star abundance variations is
present in all clusters studied to date, so it must be fundamen-
tally related to the mechanisms of formation and early evolution
of GCs. For some of the clusters in our sample the Na-O anticor-
relation is detected here for the first time.

Our homogeneous abundances are used to provide a chemi-
cally tag of multiple stellar populations and allow us to separate
and quantify the fraction of first and second-generation stars in
globular clusters. A component P is identified with stars popu-
lating (in the Na-O plane) the locus occupied by field stars of
similar metallicity, showing only the chemical pattern from su-
pernovae nucleosynthesis. This P component is present in all
clusters, at a level averaging from about 30 up to (in a few
cases) 50%: no cluster is found completely lacking the pris-
tine stellar component. This is at variance with the suggestion
(D’Antona & Caloi 2008) that some clusters (e.g. NGC 6397)
are only composed of second-generation stars.

The remaining stars are second-generation stars, formed
by the gas pool polluted by intermediate and/or massive first-
generation stars. According to the degree of changes in O and
Na, we could separate this second-generation into an I and
E populations. The I component represents the bulk of the clus-
ters’ present population, including up to 60–70% of currently
observed cluster stars. The E population is not present in all clus-
ters and is more easily found in very massive clusters. However,
this is a necessary but not sufficient condition: massive clusters
such as 47 Tuc (NGC 104) and maybe M 15 (NGC 7078) do
not harbour a significant fraction of stars with heavily modified
chemical composition.

We found a tendency for I stars to be more concentrated
toward the cluster centre than P stars, but the significance of
this finding might be somewhat biased by our likely observ-
ing dynamically different regions in different clusters (due to the
combination of cluster parameters and size on the sky and to
the mechanical limitations of the fibre positioner of FLAMES).
Although there are hints of a different spatial distribution of the
three P, I, E cluster populations, further observations and larger
samples of stars are needed, especially in the smaller clusters.

Carretta+2009, 2010 
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stars of a typical GC, see Paper VII) should have formed from
the ejecta of only a fraction of the first-generation stars, that ac-
tually coincide with the primordial component in GCs (Prantzos
& Charbonnel 2006). To explain the present GC mass, we should
then assume: (i) that the clusters originally had many more stars
in the primordial component than we currently observe; and
ii) that they selectively lost most of their primordial population,
while retaining most of the second-generation stars. D’Ercole
et al. (2008) presented a viable hydrodynamical scenario that
meets both these requirements. In this scenario, a cooling flow
channels the material, ejected as low-velocity winds from mas-
sive AGB stars of the first-generation, to the centre of the poten-
tial well. The first-generation stars were at the epoch expanding
due to the violent relaxation caused by the mechanisms cited
above. Given their very different kinematics, first and second
generation stars are lost by the cluster at very different rates (at
least in the early phases), leaving a kinematically cool, compact
cluster dominated by second-generation stars. This selective star
loss may continue until two-body relaxation redistributes energy
among stars. This takes a few relaxation times, that is, some
108−109 yr in typical GCs. After that, the effect could even be
reversed if He-rich second-generation stars are less massive than
first-generation ones (see D’Ercole et al. 2008; Decressin et al.
2008).

We may roughly estimate the initial mass of the primordial
population needed to provide enough mass for the second gen-
eration by the following procedure:

(i) We assume an IMF for both the first and second generations.
For simplicity; we assumed that the two populations have the
same IMF. We considered both power-law (like the Salpeter
1955 one) and the Miller & Scalo (1979, MS) IMF’s. As
often done, in the first case we integrated the IMF over the
range 0.2–50 M⊙7, while in the second case we considered
the range 0.1–100 M⊙.

(ii) We also assumed an initial-final mass relation. In practice,
we assumed a linear relation, with final mass ranging from
0.54 to 1.24 M⊙, over the mass range from 0.9 to 8 M⊙
(Ferrario et al. 2005). A second linear relation with final
mass ranging from 1.4 to 5 M⊙ was assumed for the mass
range from 8 to 100 M⊙. The latter relation is not critical,
since massive stars lose most of their mass.

(iii) We assume that the second generation is made of the ejecta
of stars in the mass range between Mmin and Mmax. The
adopted ranges were 4–8 M⊙ for the massive AGB scenario
and 12–50 M⊙ for the FRMS. Second-generation stars likely
result from a dilution of these ejecta with some material with
the original cluster composition. A typical value for this dilu-
tion is that half of the material from which second-generation
stars formed was polluted, and half had the original compo-
sition. The origin of this diluting material is likely to be pris-
tine gas (not included into primordial stars, see Prantzos &
Charbonnel 2006).

(iv) We finally assume that none of the second generation stars is
lost, while a large fraction of the primordial generation stars
evaporate from the clusters. Of course, this is a schematic
representation.

With these assumptions, the original population ratio between
first and second-generation stars in GCs depends on the as-
sumed IMF, as detailed in Table 3. To reproduce the observed
7 Had we integrated the IMF over the range 0.1–50 M⊙, which clearly
leads to overestimating the fraction of low-mass stars (see Chabrier
2003), the values in Cols. 5–7 of Table 3 should have been increased
by ∼50%.

Fig. 7. Comparison of [Na/Fe] values between field and GC stars as
a function of metallicity. In both panels the filled red circles are for
our sample of GCs, indicating [Na/Fe]min in panel a) and [Na/Fe]max in
panel b), with the dot-dashed line at [Na/Fe] = 0.3 (see text). [Na/Fe]
ratios for field stars are the same in both panels and are taken from
Fulbright et al. (2007: magenta open circles, bulge stars), Gratton et al.
(2003a: blue filled triangles for accreted and open triangles for dissi-
pation components, respectively), and Venn et al. (2004: grey filled
squares for halo and open squares for thick disk stars, respectively).
Small arrows in panel b) indicate the two field stars that seem genuine
second generation stars evaporated from GCs (see text).

ratio between first and second generation stars (33%/66%= 0.5),
the original cluster population should have been much larger
than the current one. If the polluters were massive AGB stars,
larger by roughly an order of magnitude if a Salpeter (1955)
IMF is adopted (the same result was obtained by Prantzos &
Charbonnel 2006), and by a lower value (about 7) if the Miller
& Scalo (1979) IMF is adopted. If this is correct, we may expect
to find many stars in the field coming from this primordial pop-
ulation. According to Table 3 and in the extreme hypothesis that
all field stars formed in the same episode that led to the formation
of present-day GCs, the ratio between field and GC stars ranges
between 4 and 10 if the polluters were massive AGB stars. It
may be lower by more than a factor of 2 if the polluters were in-
stead FRMS. Of course, this is likely an underestimate, since we
neglected various factors. Also, second-generation stars may be
lost by GCs; low-mass stars are selectively lost; and a significant
fraction – even the majority – of field stars may have formed in
smaller episodes of star formation.

We conclude that, during the early epochs of dynamical evo-
lution, a proto-GC should have lost ∼90% of its primordial stel-
lar population. A GC of a few 107 yrs old should have then ap-
peared as a compact cluster immersed in a much larger loose
association of stars and an even more extended expanding cloud
of gas. Objects with these characteristics have been observed in
galaxies with very active star formation (see e.g. Vinko et al.
2009).

Observational constraints to the ratio between first and sec-
ond generation stars may be obtained by comparing the number
of stars within the GCs with that of the related field population.
To have an estimate of the amount of mass lost by GCs dur-
ing their evolution, we may use the peculiar composition of GC
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Fig. 5. Na-O anti-correlation observed in NGC 4833. Blue squares
are stars observed with UVES, while red circles indicate stars with
GIRAFFE spectra. Upper limits in O are shown as arrows, and star-
to-star (internal) error bars are plotted.

the bulk of the other GCs. The position of another cluster sharing
a similar position (NGC 288) is also indicated. This occurrence
is discussed in Sect. 5.

Recio-Blanco et al. (2006) computed the maximum
temperature reached along the horizontal branch (HB) in
NGC 4833: log Teff = 4.301. The correlation between this pa-
rameter and the extension of the Na-O anticorrelation, discov-
ered by Carretta et al. (2007c), is updated and shown in the right-
hand panel of Fig. 7. Once again, NGC 4833 seems to lie at the
upper envelope of the relation.

4.2. Other proton-capture elements

Apart from the case of O and Na, significant star-to-star abun-
dance variations are detected for other proton-capture elements
in giants in NGC 4833. In particular, we found that the [Mg/Fe]
abundance ratio shows an unusually wide spread in this cluster,
with peak-to-peak variations of more than 0.5 dex.

The reality of the intrinsic scatter in Mg is immediately
evident when comparing the estimated internal error for the
UVES sample (0.086 dex) to the observed rms scatter in [Mg/Fe]
(0.223 dex): the cosmic spread in Mg among RGB stars in
NGC 4833 is significant at almost a 3σ level.

The run of [Mg/Fe] ratios as a function of the abundance of
the proton-capture elements O, Na, and Si is shown in Fig. 8,
together with the classical Na-O anticorrelation. The error bars
indicate star-to-star errors and refer to the GIRAFFE sample;
internal errors for stars in the UVES sample are usually smaller
(see Table 3). The Mg abundance is correlated to that of O and
anti-correlated with species enhanced in the network of proton-
capture reactions, namely Na and Si. We retrieved this pattern
from both the datasets observed with UVES and with GIRAFFE.

In the case of the GIRAFFE sample, the observed spread in
Mg (0.151 dex) does not formally exceed the associated inter-
nal error (0.105 dex) too much, most likely thanks to the lower
resolution of the spectra and the extension of the GIRAFFE
sample to warmer giants, with weaker lines. However, even in

Fig. 6. Distribution of the [O/Na] abundance ratios in several GCs from
stars observed with the high resolution UVES spectrograph. In the up-
per panel, about 250 RGB stars in 23 GCs from our FLAMES survey
are plotted. Colour coding is red, blue, and green for the P, I, and E
components defined in Carretta et al. (2009a). In black we plotted the
distribution for NGC 4833 from the present work, with the numbers of
stars multiplied by 3 to improve the visibility. Lower panel: distribution
of [O/Na] from UVES spectra of about 100 giants in M 4 from Marino
et al. (2008).

Fig. 7. IQR[O/Na] ratios for NGC 4833 (star symbol) and other
Galactic GCs as a function of the total cluster absolute magnitude MV
(left panel). The other clusters are ω Cen (filled square, Johnson and
Pilachowski 2010), M 54 (filled triangle, Carretta et al. 2010b), and
other GCs from our FLAMES survey (filled circles, Carretta et al.
2009a, 2011, 2013b). In the right panel the IQR[O/Na] is shown as
a function of the maximum temperature on the horizontal branch, from
Recio-Blanco et al. (2006). In each panel, the Spearman rank corre-
lation coefficient (rs) and the Pearson’s correlation coefficient (rp) are
reported.

this case there is no doubt that Mg variations in NGC 4833 are
real. In Fig. 9 the HR11 spectra of the two stars with the low-
est Mg abundances in the GIRAFFE sample (star 36391, with
[Mg/Fe] = + 0.02 dex, and star 34613 with [Mg/Fe] = 0.00)
are compared to the spectra of two other stars with similar
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Fig. 6. The Mg-Al anticorrelation from UVES spectra observed in 18 of the 19 GCs of our project (including NGC 6388 from Paper VI and
NGC 6441 from Paper III, but excluding NGC 6397, for which we did not measure Al). Star-to-star error bars (see Sect. 4) are indicated in each
panel. Upper limits are shown as arrows, detections as open circles.

NGC 6171 (M 107), and NGC 288. We notice that all stars in
these clusters have rather large Al abundances: this finding
will be expanded upon in a future paper;

– in the remaining clusters, Al abundances show broad
spreads. Clearly, these variations cannot be explained by ob-
servational errors (see Table 8). Interestingly enough, these
are also approximately the same ranges of abundance vari-
ations as seen in unevolved cluster stars (Gratton et al.
2001), pointing to the same origin for the mechanism es-
tablishing the observed chemical pattern. Stars very rich
in Al (with [Al/Fe] ≥ 0.8) show Mg depletion. This is
not surprising, because Al is about an order of magnitude
less abundant than Mg in the Sun and even more in the
primordial stars in GCs. Hence, when a significant frac-
tion of the original Mg is transformed into Al (so that the
Mg depletion is detectable), Al production is comparatively
huge. These Al-very rich and Mg-depleted stars are present
in clusters that are massive (like NGC 2808, NGC 6388,
NGC 6441), quite metal-poor (like NGC 6752), or both (like
NGC 7078=M 15: note that, in this last case, we only have
an upper limit to the Al abundance for the Mg-poor star).
Hence, at variance with the Na-O anticorrelation, which is
present in all GCs, the Mg-Al anticorrelation is present or

particularly prominent only in massive and/or metal-poor
GCs;

– the most extreme (low) Mg abundances have been detected
in three NGC 2808 stars. Even these are actual detections,
not upper limits. We remind the reader that this is one of
the only two clusters showing a conspicuous component
of second-generation stars with extreme composition (see
Paper VII), together with NGC 6205 (M 13, Sneden et al.
2004; Cohen & Melendez 2005). Furthermore, it is the only
cluster where multiple main sequences of quite different He
content (Piotto et al. 2007) have been identified so far (beside
the peculiar case of ω Cen, with its multi-peaked metallicity
distribution, see Piotto et al. 2005).

We further found that stars with extreme Al overabundance
also show Si enhancement with respect to the remaining stars
in the same cluster. Again, this effect is limited to massive or
metal-poor GCs. We are aware of only one previous detection of
the Al-Si correlation in a GC (NGC 6752: Yong et al. 2005). We
now find that the effect is common among GCs, as illustrated by
Fig. 9, where we show the correlation resulting by combining all
stars. We found that the global slope (0.07±0.02 from 192 stars)
is highly statistically significant. Quantification of the amount of
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Table 1
[Mg/Fe], [Al/Fe], and [Si/Fe] Ratios for Red Giants in NGC 6752

Star nra [Mg/Fe] σ b nra [Al/Fe] σ b nra [Si/Fe] σ b flagAlc flagPopd

2162 1 0.452 2 1.204 0.106 8 0.494 0.182 1 . . .

4602 1 0.154 2 1.184 0.040 7 0.527 0.189 1 E
4625 2 0.423 0.051 2 −0.098 0.008 8 0.401 0.144 1 P
4787 2 0.384 0.093 2 1.150 0.082 11 0.491 0.214 1 E

Notes.
a nr is the number of lines.
b σ is the rms scatter of the mean.
c flagAl: 1 for detection and 0 for upper limits in Al.
d flagPop: P, I, or E as derived from the cluster analysis.

(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding
its form and content.)

at the ESO VLT-UT2 telescope) with the high-resolution grating
HR21. This setup is centered at 8757 Å and the spectral
resolution is R = 17,300 at the center of spectra. The pointing
was made by adopting the same fiber positioning used by
Carretta et al. (2007) to observe NGC 6752 with HR11, which
includes the Na doublet at 5682–5688 Å: this choice maximizes
the number of stars with both Na and Al abundances available.4
The observations were made on 2010 July, with an exposure time
of 2700 s, and reduced by the dedicated GIRAFFE pipeline. The
resulting one-dimensional, wavelength-calibrated spectra were
sky subtracted, and shifted to zero radial velocity. The signal-
to-noise (S/N) values span a range from about 50 up to more
than 500, with a median value of 192.

Equivalent widths (EWs) of the Al lines were measured with
the ROSA package (Gratton 1988) and abundances were derived
using the atmospheric parameters already determined for each
star in Carretta et al. (2007). A check with spectrum synthesis
confirmed the reliability of our measurements. We use here
LTE abundances. Andrievsky et al. (2008) computed N-LTE
corrections for Al for very metal-poor stars, considering also the
doublet used here. From their Figure 2 the maximum differential
effect for stars with temperature and gravity ranges similar to
ours is less than 0.2 dex for [Fe/H] = −2, the highest metallicity
they consider, and arguably less at the cluster metallicity;
furthermore, there is no trend of Al abundances with temperature
or gravity in our data. The Mg abundances rest on two to three
high excitation lines measured in the spectral ranges of HR11
and HR13, while Si was obtained from several transitions in
the spectral range 5645–6145 Å (details and atomic parameters
can be found in Carretta et al. 2009a and Gratton et al. 2003,
respectively). The uppermost left panel in Figure 1 shows the
comparison of our [Al/Fe] ratios derived from the 8772–8773 Å
doublet with those obtained by Yong et al. (2005) using the
weaker doublet of Al i at 6696–6698 Å in UVES spectra with
spectral resolution ranging from R = 60, 000 to 110,000 and
with S/N ratios from 100 to 250 pixel−1. The agreement is
excellent: our abundances are on average only 0.01 dex lower
than those from this other study, with an rms scatter of 0.14 dex
(13 stars). Abundances of Mg, Al, and Si for individual stars are
listed in Table 1. Typical star-to-star errors in abundance ratios,
due to errors on the adopted atmospheric parameters and EW
measurements, were estimated as in Carretta et al. (2007); they
are 0.07, 0.10, and 0.05 dex for [Al/Fe], [Mg/Fe], and [Si/Fe],
respectively.

4 O abundances, obtained using the HR13 grating and a slightly different
fiber configuration, are not available for all the program stars.

Figure 1. Upper panel, left: comparison of our [Al/Fe] ratios with those from
Yong et al. (2005) for 13 stars in common. The line of identity is indicated.
Upper panel, right: the Mg–O correlation from our data (present work and
Carretta et al. 2007). Middle panels: the Al–Mg anticorrelation (left) and the
Na–Al correlation (right). Lower panels: the same for the Al–O anticorrelation
(left) and the Al–Si correlation (right).
(A color version of this figure is available in the online journal.)

3. ALUMINUM, MAGNESIUM, AND SILICON

In the middle and lower panels of Figure 1, we show the
relations between the abundances of Al and of other proton-
capture elements Na, O, Mg, and Si in NGC 6752. We observe
large star-to-star variations in the Al content, with a range of
about 1.4 dex. The stars with the minimum (i.e., primordial) Al
abundance also show the whole pattern typical of core-collapse
supernova (SN) nucleosynthesis only: [Na/Fe] ∼ −0.1 dex,
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Figure 2. Distribution of the [Al/Mg] ratios in red giants in NGC 6752.
(A color version of this figure is available in the online journal.)

[Mg/Fe] and [Si/Fe] ∼ +0.45 dex, [O/Fe] ∼ +0.5 dex. The
stars with most extreme abundances reach values of [Al/Fe]
as large as 1.4–1.5 dex. This observation by itself is a severe
challenge to models invoking AGB stars as first generation
polluters, since the only models able to produce such extreme
abundances of Al (Ventura & D’Antona 2009) are those of
metal-poor ([Fe/H] ∼ −2.3), low-mass (3.0–3.5 M⊙) AGBs.
However, these models do not show a depletion, but rather a
simultaneous overproduction of O. Moreover, stars in this mass
range should experience a prolonged phase of third dredge-
up, likely resulting in enhanced C and s-elements, which is
not observed in NGC 6752 (James et al. 2004). On the other
hand, models of 5 M⊙ stars at the metallicity of NGC 6752
do yield abundances [Al/Fe] ∼ 1.2 dex, not very far away
from the observed maximum, but they fail to reproduce the
whole range of enhancements observed in Na (see Table 2 in
Ventura & D’Antona 2009). Finally, even the nucleosynthesis
of rapidly rotating massive stars cannot reproduce such high Al
abundances (see Decressin et al. 2007).

As expected, Al is well correlated with elements that are
enhanced by the action of the Ne–Na (such as Na) and Mg–Al
cycles and is anticorrelated with elements that are depleted in
H burning at high temperature (such as O and Mg). Furthermore,
with the present work we confirm that in NGC 6752 the reaction
network within the polluters of the first generation exceeded the
temperature of ∼65 × 106 K, the threshold required to generate
the leakage from the Mg–Al cycle on 28Si, first discovered by
Yong et al. (2005) in NGC 6752. The resulting Al–Si correlation
was then confirmed by Carretta et al. (2009a) using a limited
sample of stars with UVES spectra, and is visible also in the
lower-right panel in Figure 1, based on a much more extended
sample. This correlation is typically observed in metal-poor
and/or massive clusters, like NGC 2808 and NGC 7078 (M 15;
see Carretta et al. 2009a), and is a clear cut signature for the
action of a class of first generation polluters so massive to reach
such high temperature in their interiors.

Figure 3. Left panel: Strömgren (dereddened) CMD in y, cy, for NGC 6752
(empty gray circles). Superimposed in blue circles, green triangles, and red
squares are the stars with measured Al abundances: [Al/Fe] < 0.4 dex,
0.4 < [Al/Fe] < 1.05 dex, and [Al/Fe] > 1.05 dex, respectively. Right
panel: the same for the CMD in y, δ4, where δ4 is a new index defined as
δ4 = (u − v) − (b − y) (see Carretta et al. 2011).
(A color version of this figure is available in the online journal.)

4. THREE DISTINCT SEQUENCES ON THE RGB
IN NGC 6752

The most striking result visible in the present large data
set is, however, the clumpy appearance of the distributions
displayed in Figure 1. Three groups of stars appear to be
clustered around [Al/Fe] values of about 0.1, 0.8, and 1.2 dex,
respectively. This division seems reminiscent of that into the
primordial (first generation, P) and intermediate (I) and extreme
(E) components of second generation defined in Carretta et al.
(2009b) using Na and O abundances. To better distinguish
the three subgroups, we plot in Figure 2 the distribution of
the [Al/Mg] values for red giants in NGC 6752. This ratio
actually maximizes the signal along the anticorrelation and
allows us to nicely trace three distinct groups with gaps at
[Al/Mg] ∼ 0.0 dex and [Al/Mg] ∼ 0.65 dex. In turn, these
gaps correspond quite well to the breaks clearly visible in the
Al–Mg anticorrelation at [Al/Fe] = 0.4 and [Al/Fe] ∼ 1.0 dex,
both at [Mg/Fe] ∼ 0.45 dex.

We identify the first break as a well-defined border at the
end of the star formation of the first stellar generation in the
cluster. The novelty is that the gap between the groups of second
generation stars with intermediate and extreme composition is
now clearer than what we see using the Na–O anticorrelation
in the same stars. In the large data set by Carretta et al. (2007)
there is not a clear distinction between these groups; on the other
hand, in the combined sample shown by Yong et al. (2003; their
Figure 4) three groups stand out in the Al–Na plane.

How solid is our finding? We can check this by using a
fully independent approach. In Carretta et al. (2011) we used
Strömgren multiband photometry, combined with information
from spectroscopy, to study the possible separation and the
properties of multiple populations in GCs. We tried to find
the best combination of filters to enhance the differences
(due to N and C molecular bands) and defined a new index
δ4 = (u − v) − (b − y). This index seems to be better suited
than others (such as cy by Yong et al. 2008) at separating first
and second generation GC stars in the whole metallicity range
sampled by GCs (see Carretta et al. 2011 for details).

Anyway, both indices are able to show distinct structures
on the RGB of NGC 6752, as demonstrated by Figure 3:
NGC 6752 displays a tri-modal distribution, well evident both
in the y0, cy,0 and in y0, δ4 color–magnitude diagrams (CMDs).
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Figure 2. Distribution of the [Al/Mg] ratios in red giants in NGC 6752.
(A color version of this figure is available in the online journal.)
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sample of stars with UVES spectra, and is visible also in the
lower-right panel in Figure 1, based on a much more extended
sample. This correlation is typically observed in metal-poor
and/or massive clusters, like NGC 2808 and NGC 7078 (M 15;
see Carretta et al. 2009a), and is a clear cut signature for the
action of a class of first generation polluters so massive to reach
such high temperature in their interiors.
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(empty gray circles). Superimposed in blue circles, green triangles, and red
squares are the stars with measured Al abundances: [Al/Fe] < 0.4 dex,
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δ4 = (u − v) − (b − y) (see Carretta et al. 2011).
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primordial (first generation, P) and intermediate (I) and extreme
(E) components of second generation defined in Carretta et al.
(2009b) using Na and O abundances. To better distinguish
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allows us to nicely trace three distinct groups with gaps at
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gaps correspond quite well to the breaks clearly visible in the
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We identify the first break as a well-defined border at the
end of the star formation of the first stellar generation in the
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generation stars with intermediate and extreme composition is
now clearer than what we see using the Na–O anticorrelation
in the same stars. In the large data set by Carretta et al. (2007)
there is not a clear distinction between these groups; on the other
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Strömgren multiband photometry, combined with information
from spectroscopy, to study the possible separation and the
properties of multiple populations in GCs. We tried to find
the best combination of filters to enhance the differences
(due to N and C molecular bands) and defined a new index
δ4 = (u − v) − (b − y). This index seems to be better suited
than others (such as cy by Yong et al. 2008) at separating first
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Figure 1. V, B − V CMD for NGC 6791 (Stetson et al. 2003), with our targets
indicated. Large circles indicate cluster members (red for stars observed with
Hydra, and blue for those observed with HIRES) and diamonds indicate non-
members (green for those excluded from RV mismatches and magenta from
metallicity discordance).
(A color version of this figure is available in the online journal.)

Even with these co-additions, the resulting noise levels in
the spectra are large. We estimated S/Ns in the 6100−6200 Å
spectral region in two ways. First, we searched for small spec-
tral intervals that appeared to have only very weak or absent
absorption lines and directly measured the noise levels. Second,
we compared synthetic spectra computed for abundance deter-
minations with the spectra for individual stars (see below) and
took the standard deviation σ of the residual values as a second
indicator of spectrum noise. The means of these two estimates,
which were always similar, are given in Table 1. All of the
HIRES spectra have S/N < 50. Our values are generally smaller
than those published in Boesgaard et al. (2009) and Geisler et al.
(2012). This is probably due to different ways of estimating S/N
and, for star 7649, to the use of only two of the four spectra.

2.2. Model Atmosphere Parameters and Metallicities

NGC 6791 has been the subject of several general abundance
studies; see, e.g., the sources cited in Section 1, and references
therein. Our chief interest is in derivation of light element abun-
dances and therefore we did not undertake a new comprehensive
model atmosphere analysis. Effective temperatures Teff and sur-
face gravities log g were derived from the cluster photometry.

We adopted V magnitudes, B − V, V − IC colors, and the star
numbering system from Stetson et al. (2003). These were input
to the relations of Ramı́rez & Meléndez (2005; who use V −IC)
to derive two temperature estimates, which were then averaged
to produce the Teff’s given in Table 1. Bolometric corrections
were computed with relations given by Alonso et al. (1999). For
NGC 6791, we assumed a distance modulus (m−M)V = 13.45
and a reddening E(B − V ) = 0.15, as we did in Gratton et al.
(2006). Differential reddening is a rather common occurrence

Figure 2. Upper panel: map of differential reddening (Brogaard et al. 2011)
with our targets indicated. Darker and lighter gray indicate negative and positive
differential reddening (∆E(B − V ) < 0 and >0), respectively. Our target stars
from both HIRES and Hydra samples are indicated with red circles. Lower panel:
histograms of the differential reddening values for the entire sample (gray, filled)
and for our targets (open, red). For ease of comparison, the individual histograms
are individually normalized to yield approximately the same vertical extents.
(A color version of this figure is available in the online journal.)

in OCs. NGC 6791 is not an exception (Platais et al. 2011;
Brogaard et al. 2011), but the magnitude of its differential
reddening is small. Brogaard et al. (2011) published their
photometry and differential reddening corrections, from which
we could identify the targets. Figure 2 shows that the estimated
correction is never large for the cluster and is confined to
±0.02 mag for our targets. Since we have not applied this
correction, our temperatures might be wrong by about 20–30 K
for an individual star. This would imply differences in the
derived abundances of less than about 0.01 dex.

We also assumed a mass of M = 1.1 M⊙ for all stars. Bro-
gaard et al. (2012) determined the mass of stars on the lower
RGB of NGC 6791 using several eclipsing binary systems;
they found 1.15 ± 0.02 M⊙, in very good agreement with our
choice. NGC 6791 was observed by the Kepler satellite and
masses were derived from asteroseismology of evolved stars
(1.20 ± 0.01 M⊙, Basu et al. 2011). These values are all consis-
tent, considering the uncertainties and the systematics involved
in the derivation of masses through photometry and stellar
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Figure 4. Observed HIRES and synthetic spectra of NGC 6791 RGB star 7347 in small spectral regions surrounding the [O i] 6300.3 Å line (see upper panel and an
enlargement in the middle panel) and near 7910 Å. The N abundance has been varied to show the presence of CN lines in the spectrum. Star 7347 is illustrative of
all program stars with Teff < 5000 K. In the figure, points represent the observed spectra and the abundances of the three synthetic spectra are identified in the figure
legend. Six-pointed stars mark the major CN features. The “best” CN means that N abundance that produces syntheses that best matches the observed CN lines.
(A color version of this figure is available in the online journal.)

in log g, ±0.2 km s−1 in ξt, and ±0.1 dex in [Fe/H]. For [O i],
these ∆Teff , ∆log g, ∆ξt, ∆[Fe/H] excursions lead to ∆ log ϵ(O)
values of ±0.03, ±0.12, ±0.00, ∓0.03, respectively. For Na i,
these abundance uncertainties are ±0.07, ∓0.02, ∓0.08, and
±0.02. The response of C2 and CN to parameter changes is
more complex due to CO competition in the lower-temperature
stars. In the coolest RGB stars, increasing Teff by 150 K yields
smaller C and N abundances by ∼0.10 dex because lessened CO
formation leaves more free C and N atoms to form C2 and CN.
For the MSTO stars, CO formation is very small, so the same Teff
increase creates fewer C2 and CN molecules, raising the C and
N abundances by ∼0.10 dex. Increasing log g by 0.2 dex has no
effect on C and N abundances in the warmer stars and increases
them by ∼0.05 dex in the cooler ones. There is little dependence
of C2 and CN formation on changes in ξt or [Fe/H]. There is
a relatively smooth transition between these extreme Teff and
log g cases. The model parameter uncertainties, if viewed as
independent variables, lead to “external” abundance uncertain-
ties of about ±0.15 dex. Thus microturbulent velocity choice
is a significant problem in deriving reliable Na abundances in
NGC 6791 stars. However, in a given region of the CMD all

stars will respond to parameter variations in the same way and
measurement scatter will be the dominant uncertainty source.

3. N, NA, AND CA ABUNDANCES
FROM HYDRA SPECTRA

To obtain light element abundances for a larger set of
NGC 6791 stars, we employed the Hydra multifiber spectro-
graph operating at the WIYN telescope on Kitt Peak. Although
we experienced inclement weather on our two-night observing
run, we obtained enough data to derive Na and Ca abundances
and set boundaries on N for 21 cluster members (one in common
with the HIRES sample).

3.1. The Hydra Data Set

To select suitable NGC 6791 targets, we began with the re-
cent cluster membership survey (Platais et al. 2011) based on
proper motions, data for which was kindly provided to us by
Kyle Cudworth in advance of publication. We again adopted
the star numbering system and photometry of Stetson et al.
(2003). The proper motions and published radial velocities
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Figure 5. Observed HIRES and synthetic spectra of two NGC 6791 stars in the spectral regions surrounding Na i 6154 and 6160 Å and nearby Ca i lines. The observed
spectra are shown as black points. As in Figure 3, the warm subgiant star 15592 is shown in panels (a) and (b) and the RGB star 7347 is shown in panels (c) and (d).
The assumed Na and Ca abundances in the syntheses differ by 0.5 dex (as written in the figure legend) in order to clearly show the abundance effects on the displayed
transitions. In the figure, points represent the observed spectra.
(A color version of this figure is available in the online journal.)

(RVs) were combined to identify stars that have high cluster
membership probabilities and are bright enough (V < 16) for
the high spectroscopic resolution mode of Hydra. Photometric
BV magnitudes from Stetson et al. and K magnitudes from the
2MASS catalog (Skrutskie et al. 2006) are given in Table 2.
We also list RVs for the targets derived from our spectra (which
are used to help refine cluster membership probabilities) and
note stars in common with previous high-resolution spectro-
scopic studies. Those prior investigations include Carraro et al.
(2006), Geisler et al. (2012), and Carretta et al. (2007, who an-
alyzed the same stars of Gratton et al. 2006). We have no stars
in common with Peterson & Green (1998) and Origlia et al.
(2006). Further discussion of the RVs is given below.

We gathered data for these stars with the upgraded Hydra,
a multifiber spectrograph operating at the WIYN telescope on
Kitt Peak. We used grating 316@63.4 to obtain spectra near
the Na i 6154, 6160 Å doublet and the [O i] 6300 Å line. The
wavelength coverage was 6100–6400 Å, with a resolving power
R ≡ λ/∆λ ≃ 20,000. We put 26 fibers on target stars and 60
on sky positions. We observed on UT 2009 June 6–7, but only
the first night produced usable data. Even on that night, the
sky conditions ranged from mostly clear to very cloudy. This
had a direct impact on the quality of our spectra, with final
S/N values (see below) S/N ! 40. The total exposure time was
4.5 hr, divided in 6 exposures of 2700 s each. We also observed
a bright standard star (η UMa) that was later used to cancel the
telluric O2 and H2O lines from the stellar spectra.

The majority of data reduction tasks were accomplished
with standard IRAF15 routines. Corrections for bias, zero level,
and flat field were applied to the individual frames. We then
stacked up all the two-dimensional frames and extracted the one-
dimensional (1D) spectra. We had to discard one of the targets
because its spectrum signal was too weak even in the stacked
frame. We averaged the sky fibers and subtracted the 1D average
sky from the star spectra. Wavelength calibration was performed
using Th–Ar lamp exposures. Division by a properly scaled
standard star was used to eliminate the telluric lines.

We measured RVs using about 40 lines with the rvidlines
routine in IRAF. Individual heliocentric RVs and associated
uncertainties are given in Table 2; typical errors are ≃0.5 km s−1.
The identification of obvious non-members was straightforward,
with three stars clearly not belonging to the cluster. One more
star (6288) has RV = −55.3 km s−1, which is 6σ away from
the average cluster velocity as defined by the other 21 stars
(⟨RV⟩=−46.3 km s−1, rms = 1.5 km s−1). This star may be a
non-member, but its spectrum is fully compatible with the same
very high metallicity of the cluster stars, a value unusual for a
field star. Furthermore, it is included in the sample of cluster
stars in Geisler et al. (2012), who do not, however, publish RV
values. Possibly it is a binary, but we have no way to confirm it.
We decided to keep 6288 among the cluster members. We had to

15 IRAF is distributed by the National Optical Astronomy Observatory, which
is operated by the Association of Universities for Research in Astronomy, Inc.,
under cooperative agreement with the National Science Foundation.
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Figure 8. Na abundances from our HIRES and Hydra spectra. In all panels, red denotes results from Hydra and blue indicates those from HIRES. The upper panels
show Na abundances as a function of temperature for the LTE (a) and NLTE (b) cases. Adoption of NLTE corrections from Lind et al. (2011) eliminates only part of
the small trend of Na abundance with temperature. The lower panels show the histograms of the Na abundances for the total sample (gray, filled) in addition to the
individual histograms of Hydra and HIRES abundances (panels (c) and (d) for LTE and NLTE results, respectively).
(A color version of this figure is available in the online journal.)

A strong indicator of multiple populations in some GCs is
the existence of a bimodal distribution of CN and CH beyond
what can be explained by evolutionary mixing. The case is
strengthened in those GCs with CH/CN bimodality extending
into the domain of unevolved MS stars; see, e.g., Cannon et al.
(1998), Harbeck et al. (2003), and Pancino et al. (2010). A low-
resolution spectroscopic study of 19 red HB members of NGC
6791 was conducted by Hufnagel et al. (1995). They found a
likely star-to-star CN band strength spread in their sample, but
“no bimodality in CN strength is apparent from the spectra of
these stars, unlike the bimodalities among the RHB stars of the
two disk GCs 47 Tuc and M71.” Carrera (2012), analyzing about
100 Sloan Digital Sky Survey (SDSS) spectra of member stars
in NGC 6791 of different evolutionary phases (main sequence,
RGB, and RC), found a significant spread in the strength of the
CN band (only the 3839 Å, not the 4142 Å band), but only a
hint of bimodality. On the other hand, Boberg et al. (2014), also
using SDSS spectra, seem to reach a different conclusion. They
do not find evidence to support abundance variations in NGC
6791; however, a full paper with details is not yet available.

Given the lack of definitive indications from CN, we are then
left with Na and O abundances as possible indicators of multiple
populations, as advocated by Geisler et al. (2012).

4.1. Na Abundances

The LTE and NLTE Na distributions as functions of Teff are
presented in Figures 8(a) and (b). The HIRES and Hydra results

are distinguished by different symbol colors. Histograms of Na
abundance are displayed in panels (c) and (d), both for the whole
sample and for the Hydra and HIRES subsamples. The Hydra
stars cover a very limited range in temperature (they are
essentially concentrated around 4500 K) and exhibit a moderate
spread in Na abundance: ⟨log ϵ⟩= 6.72 (σ = 0.13, NLTE). The
HIRES stars span a large Teff interval, from about 4400 K
to 5800 K, and have a slightly lower average Na abundance
with a much smaller dispersion: ⟨log ϵ⟩ = 6.68 (σ = 0.06 dex
(NLTE). The HIRES Na abundances also show a trend of Na
abundance with Teff , which is only partially removed once NLTE
corrections are applied. Interestingly, the mean Na abundance
of the three coolest RGB HIRES stars (⟨log ϵ⟩= 6.72, σ = 0.02)
agrees with the total Hydra mean, while the Na abundance of
warmer HIRES stars at the RGB base and MSTO is slightly
lower: ⟨log ϵ⟩= 6.67 (σ = 0.06).

In our data (but also in those of Geisler et al. 2012, see
Section 4.3), Na seems anticorrelated with temperature, i.e.,
with evolutionary phase: the less evolved stars have lower Na
content. The effect is ≃0.1 dex in NGC 6791 from the MSTO to
the RGB. However, an evolutionary effect, with Na brought
to the surface by some extra-mixing episode, probably can
be excluded. The work by Gratton et al. (2000) showed that
O and Na do not change on the RGB, at least for field old
and metal-poor stars. Furthermore, recent models by Lagarde
et al. (2012) computed for different metallicities, both with
standard prescriptions and including thermohaline convection
and rotation-induced mixing, do not prescribe any change in Na
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Figure 10. Comparison of our results for Na with those of Geisler et al. (2012). The left-hand panels (a) and (c) are repeats of those panels in Figure 8, while right-hand
panels are results from Geisler et al. (2012, G12).
(A color version of this figure is available in the online journal.)

Figure 11. Comparison of our results for O with those of Geisler et al. (2012); symbols are the same as in the previous figure.
(A color version of this figure is available in the online journal.)

We notice that the large differences obtained between our
analyses and those of Geisler et al. (2012) cannot be attributed to
the atmospheric parameters, which are similar (Section 3.4). We
note that the microturbulent velocities they adopt for the stars in
the lower RGB are unusually low, but the impact of ξt on Na or O
abundance is too small to significantly affect the [Na/Fe] trends.
A more promising candidate is the different way we accounted
for nearby contaminating lines in the line syntheses, in particular
the CN and Ca lines that are quite strongly temperature sensitive.
Dr. Sandro Villanova kindly provided us with the list of lines
used in their spectral synthesis of the region, including the Na
lines. They used different values from those adopted by us;
when used in the synthesis, their values produced much weaker
contamination for cool stars, while the effect was much smaller
for the hot ones.

Finally, while there seems to be a sort of Na–O anticorrelation
in Geisler et al. (2012, see their Figure 4), it is different from

what found in GCs. First, it seems only present (if at all) for
the Na-rich stars. Second, the Na-poor and Na-rich sub-samples
seem to have very similar O content. Third, there seems to be
a correlation such that Na-rich stars are also O-rich, at variance
with the case of GCs. If the effect is real, this may be the
manifestation of the different O production in high-metallicity
stars (Section 4.2).

5. SUMMARY

We studied possible light abundance anomalies and spreads
in NGC 6791, analyzing a sample of 36 MSTO, RGB, and RC
stars. About one half of the stars were observed with WIYN/
Hydra and one half retrieved from the Keck HIRES archive.
This is the largest sample examined up to now in this cluster.

We concentrated on determining abundances of N, O, and
Na using spectrum synthesis and EW measurements. We did

15
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panels are results from Geisler et al. (2012, G12).
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note that the microturbulent velocities they adopt for the stars in
the lower RGB are unusually low, but the impact of ξt on Na or O
abundance is too small to significantly affect the [Na/Fe] trends.
A more promising candidate is the different way we accounted
for nearby contaminating lines in the line syntheses, in particular
the CN and Ca lines that are quite strongly temperature sensitive.
Dr. Sandro Villanova kindly provided us with the list of lines
used in their spectral synthesis of the region, including the Na
lines. They used different values from those adopted by us;
when used in the synthesis, their values produced much weaker
contamination for cool stars, while the effect was much smaller
for the hot ones.

Finally, while there seems to be a sort of Na–O anticorrelation
in Geisler et al. (2012, see their Figure 4), it is different from
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with the case of GCs. If the effect is real, this may be the
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Figure 8. Na abundances from our HIRES and Hydra spectra. In all panels, red denotes results from Hydra and blue indicates those from HIRES. The upper panels
show Na abundances as a function of temperature for the LTE (a) and NLTE (b) cases. Adoption of NLTE corrections from Lind et al. (2011) eliminates only part of
the small trend of Na abundance with temperature. The lower panels show the histograms of the Na abundances for the total sample (gray, filled) in addition to the
individual histograms of Hydra and HIRES abundances (panels (c) and (d) for LTE and NLTE results, respectively).
(A color version of this figure is available in the online journal.)

A strong indicator of multiple populations in some GCs is
the existence of a bimodal distribution of CN and CH beyond
what can be explained by evolutionary mixing. The case is
strengthened in those GCs with CH/CN bimodality extending
into the domain of unevolved MS stars; see, e.g., Cannon et al.
(1998), Harbeck et al. (2003), and Pancino et al. (2010). A low-
resolution spectroscopic study of 19 red HB members of NGC
6791 was conducted by Hufnagel et al. (1995). They found a
likely star-to-star CN band strength spread in their sample, but
“no bimodality in CN strength is apparent from the spectra of
these stars, unlike the bimodalities among the RHB stars of the
two disk GCs 47 Tuc and M71.” Carrera (2012), analyzing about
100 Sloan Digital Sky Survey (SDSS) spectra of member stars
in NGC 6791 of different evolutionary phases (main sequence,
RGB, and RC), found a significant spread in the strength of the
CN band (only the 3839 Å, not the 4142 Å band), but only a
hint of bimodality. On the other hand, Boberg et al. (2014), also
using SDSS spectra, seem to reach a different conclusion. They
do not find evidence to support abundance variations in NGC
6791; however, a full paper with details is not yet available.

Given the lack of definitive indications from CN, we are then
left with Na and O abundances as possible indicators of multiple
populations, as advocated by Geisler et al. (2012).

4.1. Na Abundances

The LTE and NLTE Na distributions as functions of Teff are
presented in Figures 8(a) and (b). The HIRES and Hydra results

are distinguished by different symbol colors. Histograms of Na
abundance are displayed in panels (c) and (d), both for the whole
sample and for the Hydra and HIRES subsamples. The Hydra
stars cover a very limited range in temperature (they are
essentially concentrated around 4500 K) and exhibit a moderate
spread in Na abundance: ⟨log ϵ⟩= 6.72 (σ = 0.13, NLTE). The
HIRES stars span a large Teff interval, from about 4400 K
to 5800 K, and have a slightly lower average Na abundance
with a much smaller dispersion: ⟨log ϵ⟩ = 6.68 (σ = 0.06 dex
(NLTE). The HIRES Na abundances also show a trend of Na
abundance with Teff , which is only partially removed once NLTE
corrections are applied. Interestingly, the mean Na abundance
of the three coolest RGB HIRES stars (⟨log ϵ⟩= 6.72, σ = 0.02)
agrees with the total Hydra mean, while the Na abundance of
warmer HIRES stars at the RGB base and MSTO is slightly
lower: ⟨log ϵ⟩= 6.67 (σ = 0.06).

In our data (but also in those of Geisler et al. 2012, see
Section 4.3), Na seems anticorrelated with temperature, i.e.,
with evolutionary phase: the less evolved stars have lower Na
content. The effect is ≃0.1 dex in NGC 6791 from the MSTO to
the RGB. However, an evolutionary effect, with Na brought
to the surface by some extra-mixing episode, probably can
be excluded. The work by Gratton et al. (2000) showed that
O and Na do not change on the RGB, at least for field old
and metal-poor stars. Furthermore, recent models by Lagarde
et al. (2012) computed for different metallicities, both with
standard prescriptions and including thermohaline convection
and rotation-induced mixing, do not prescribe any change in Na
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Results & legacy value 

Ø  clusters are halo and disk (and bulge) tracers  

Ø  constraints for stellar models 

Ø  cover both young & old, metal-poor & rich populations 

Ø  combine photometry, spectroscopy & models 
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… wait for Gaia-ESO, APOGEE, etc 
     and - of  course - Gaia … 
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